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Using LLM* 
gives an 
advantage
The quality of work of employees 

using AI in analytical tasks is 40% 

higher.

*LLM – Large Language Models

https://dx.doi.org/10.2139/ssrn.4573321

https://dx.doi.org/10.2139/ssrn.4573321


At least 30% of 
researchers 
used LLM in 
2023
• Additional source of ideas

• It’s easier to work with a finished 
draft

• Improving Academic Writing

«The goal of a researcher 
is to do science, 
not write papers».

https://www.nature.com/articles/d41586-023-02980-0

https://www.nature.com/articles/d41586-023-02980-0


Perplexity.ai

AI chatbot-powered research and 

conversational search engine that 

answers queries using natural 

language predictive text.

https://www.perplexity.ai



ChatDOC

Chat with papers

https://chatdoc.com/



YouTube-channel 
about academic
AI-tools

https://www.youtube.com/@DrAndyStapleton

https://www.youtube.com/@DrAndyStapleton




The first “AI-written” scientific review 
was published in 2019

Technical workflow described in chapter 1



Stages of creating a scientific review

Goal-setting Identifying research questions for review

Searching
Searching for publications according to formal criteria 

(WoS, Scopus, GS…)

Screening Primary selection of relevant publications

Archiving Formation of a full-text library for review

Retrieving
Extracting answers to research questions from full 

texts

Summarizing Composing answers into review chapters

Assembling Creating draft of the review

Editing Expert verification and text revision



Typical questions that authors deal with

Is the publication fit for the topic of the review?

Which results of the paper correspond to the 
research questions?

How to summarize selected results?

What are the promising areas of research?



Question 1. Is the publication fit for the 
topic of the review?



Question 2. Which results of the paper correspond to 
the research questions?



Question 3. How to summarize selected results?
Question 4. What are the promising areas of research?

Types of summarizers

• Summarize the results…

• Propose promising areas of research…

• …



Stages 1-4. Searching, screening and collecting 
full-texts



Stages 5-8. Processing full-texts



Stages 5-8. Processing full-texts



Stages 5-8. Processing full-texts



Check: reverse tracking

Check can also 
be AI-automized



Fact-checking



Frameworks for Fact-checking

https://arxiv.org/abs/2403.18802https://arxiv.org/abs/2305.14251

https://arxiv.org/abs/2403.18802
https://arxiv.org/abs/2305.14251


Idea 1: 
Divide and check!

Divide text (using LLM) into 

atomic facts and evaluate them 

relative to a given source of 

knowledge.



Idea 2: 
Assessing “factuality” using search engines

https://arxiv.org/abs/2403.18802



LLM agents do fact-checking 
better and cheaper than people

The discrepancy between 
SAFE and humans is 28%.

In case of discrepancies, 
SAFE wins much more often

SAFE is 20 times cheaper

https://arxiv.org/abs/2403.18802



Conclusion

1. LLMs will be used in research more and more frequently. 

2. This will put a new burden on the system of scientific 

communication and provide new tools to cope with it. 

3. To implement new tools, scarce competencies are needed. 
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